
 

Joint Proposal on Shaping Generative AI 

 

Basic Understanding of Generative AI 

 

Advantages: Generative AI offers user-friendly interfaces and experiences 

･ As it can be operated by natural language used by people in daily life, many people 

can use generative AI without learning machine language (programming). 

･  Generative AI creates inferences and presents results in forms that people can 

understand instinctively, such as natural language, while conventional AI focuses on 

analyses and judgements for specific purposes. 

･ Generative AI is highly effective at making summaries, for which it is relatively easy 

to verify input and output, and is expected to improve labor productivity to a certain 

degree. 

･ As generative AI is provided via the internet, it can in principle be used around the 

world. 

 

Challenges: Humans cannot fully control this technology 

･ While the accuracy of results cannot be fully guaranteed, it is easy for people to use 

the technology and understand its output. This often leads to situations in which 

generative AI “lies with confidence” and people are “easily fooled.” 

･ Challenges include hallucinations, bias and toxicity, retraining through input data, 

infringement of rights through data scraping and the difficulty of judging created 

products. 

･  Journalism, research in academia and other sources have provided accurate and 

valuable information by thoroughly examining what information is correct, allowing 

them to receive some form of compensation or reward. Such incentives for providing and 

distributing information have ensured authenticity and trustworthiness may collapse. 

 

A need to respond: Generative AI must be controlled both technologically and legally 

･ If generative AI is allowed to go unchecked, trust in society as a whole may be damaged 

as people grow distrustful of one another and incentives are lost for guaranteeing 

authenticity and trustworthiness. There is a concern that, in the worst-case scenario, 

democracy and social order could collapse, resulting in wars. 

･ Meanwhile, AI technology itself is already indispensable to society. If AI technology is 

dismissed as a whole as untrustworthy due to out-of-control generative AI, humanity’s 

productivity may decline. 



 

･ Based on the points laid out in the following sections, measures must be realized to 

balance the control and use of generative AI from both technological and institutional 

perspectives, and to make the technology a suitable tool for society. 

 

Point 1: Confronting the out-of-control relationship between AI and the attention 

economy 

･  Any computer’s basic structure, or architecture, including that of generative AI, 

positions the individual as the basic unit of user. However, due to computers’ tendency 

to be overly conscious of individuals, there are such problems as unsound information 

spaces and damage to individual dignity due to the rise of the attention economy. 

･ There are concerns that the unstable nature of generative AI is likely to amplify the 

above-mentioned problems further. In other words, it cannot be denied that there is a 

risk of worsening social unrest due to a combination of AI and the attention economy, 

with the attention economy accelerated by generative AI. To understand such issues 

properly, it is important to review our views on humanity and society and critically 

consider what form desirable technology should take. 

･ Meanwhile, the out-of-control relationship between AI and the attention economy has 

already damaged autonomy and dignity, which are essential values that allow  

individuals in our society to be free. These values must be restored quickly. In doing so, 

autonomous liberty should not be abandoned, but rather an optimal solution should be 

sought based on human liberty and dignity, verifying their rationality. In the process, 

concepts such as information health are expected to be established. 

 

Point 2: Legal restraints to ensure discussion spaces to protect liberty and dignity, and 

the introduction of technology to cope with related issues 

･ Ensuring spaces for discussion in which human liberty and dignity are maintained 

has not only superficial economic value, but also a special value in terms of supporting 

social stability. The out-of-control relationship between AI and the attention economy is 

a threat to these values. If generative AI develops further and is left unchecked like it is 

currently, there is no denying that the distribution of malicious information could drive 

out good things and cause social unrest. 

･ If we continue to be unable to sufficiently regulate generative AI — or if we at least 

allow the unconditional application of such technology to elections and security — it 

could cause enormous and irreversible damage as the effects of the technology will not 

be controllable in society. This implies a need for rigid restrictions by law (hard laws that 

are enforceable) on the usage of generative AI in these areas. 



 

･ In the area of education, especially compulsory education for those age groups in which 

students’ ability to make appropriate decisions has not fully matured, careful measures 

should be taken after considering both the advantages and disadvantages of AI usage. 

･ The protection of intellectual property rights — especially copyrights — should be 

adapted to the times in both institutional and technological aspects to maintain 

incentives for providing and distributing sound information. In doing so, the protections 

should be made enforceable in practice, without excessive restrictions to developing and 

using generative AI. 

･ These solutions cannot be maintained by laws alone, but rather, they also require 

measures such as Originator Profile (OP), which is secured by technology. 

 

Point 3: Establishment of effective governance, including legislation  

･ The European Union has been developing data-related laws such as the General Data 

Protection Regulation, the Digital Services Act and the Digital Markets Act. It has been 

developing regulations through strategic laws with awareness of the need to both control 

and promote AI, positioning the Artificial Intelligence Act as part of such efforts. 

･ Japan does not have such a strategic and systematic data policy. It is expected to 

require a long time and involve many obstacles to develop such a policy. Therefore, in the 

long term, it is necessary to develop a robust, strategic and systematic data policy and, 

in the short term, individual regulations and effective measures aimed at dealing with 

AI and attention economy-related problems in the era of generative AI. 

･However, it would be difficult to immediately introduce legislation, including individual 

regulations, for such issues. Without excluding consideration of future legislation, the 

handling of AI must be strengthened by soft laws — both for data (basic) and generative 

AI (applied) — that offer a co-regulatory approach that identifies stakeholders. Given 

the speed of technological innovation and the complexity of value chains, it is expected 

that an agile framework such as agile governance, rather than governance based on 

static structures, will be introduced. 

･ In risk areas that require special caution (see Point 2), hard laws should be introduced 

without hesitation. 

･ In designing a system, attention should be paid to how effectively it protects the 

people’s liberty and dignity, as well as to national interests such as industry, based on 

the impact on Japan of extraterritorial enforcement to the required extent and other 

countries’ systems. 

･  As a possible measure to balance AI use and regulation, a framework should be 

considered in which the businesses that interact directly with users in the value chain, 



 

the middle B in “B2B2X,” where X is the user, reduce and absorb risks when generative 

AI is used. 

･ To create an environment that ensures discussion spaces in which human liberty and 

dignity are maintained, it is necessary to ensure that there are multiple AIs of various 

kinds and of equal rank, that they keep each other in check, and that users can refer to 

them autonomously, so that users do not have to depend on a specific AI. Such moves 

should be promoted from both institutional and technological perspectives. 

 

Outlook for the Future 

･ Generative AI is a technology that cannot be fully controlled by humanity. However, it 

is set to enter an innovation phase (changes accompanying social diffusion). 

･ In particular, measures to ensure a healthy space for discussion, which constitutes the 

basis of human and social security (democratic order), must be taken immediately. 

Legislation (hard laws) are needed, mainly for creating zones of generative AI use (strong 

restrictions for elections and security).  

･  In addition, from the viewpoint of ecosystem maintenance (including the 

dissemination of personal information), it is necessary to consider optimizing copyright 

law in line with the times, in a manner compatible with using generative AI itself, from 

both institutional and technological perspectives. 

･ However, as it takes time to revise the law, the following steps must be taken: the 

introduction of rules and joint regulations mainly by the media and various industries, 

the establishment and dissemination of effective technologies, and making efforts to 

revise the law. 

･ In this process, the most important thing is to protect the dignity and liberty of 

individuals in order to achieve individual autonomy. Those involved will study the 

situation, taking into account critical assessments based on the value of community. 

･ The Yomiuri Shimbun and the Nippon Telegraph and Telephone Corporation share the 

understanding of the issue expressed above and will continue to study the issue and 

make recommendations. The Cyber Civilization Research Center at Keio University will 

support the two companies’ efforts on such studies and proposals. 
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